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Context: Fog computing 
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 Fog computing: is ”a highly virtualized platform that 

provides compute, storage and networking services between 

end devices and Cloud data-centers, typically, but not 

exclusively located at the edge of network.” Bonomi et al. 
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Problem Statement: Data sharing 
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IoT Service 

Data 

Data flow 
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Problem Statement: Replicas synchronization time 
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Data with different consistency 
requirements 



Problem Statement 
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How can one choose the right number of 

replicas and place them in order to minimize 

the overall service latency while respecting a 

given consistency level ? 



Motivation 

8 

Exact solution: enumerate all replica placement possibilities. 

 

 

 

 

 
 

Complexity: the number of possible assignments= 𝑑 × 𝐶𝑛
𝑃𝑚𝑖𝑛 +⋯+ 𝐶𝑛

𝑃𝑚𝑎𝑥  

 𝑑: number of data units 

 𝑛: number of Fog nodes 

 𝑃𝑚𝑖𝑛: number of Fog nodes 

 𝑃𝑚𝑎𝑥: number of Fog nodes 

 𝐶𝑛
𝑃: a combination of 𝑃 from 𝑛, 𝐶𝑛

𝑃 =
𝑛!

𝑃! 𝑛−𝑝 !
 

 
 E.g. for 𝑛 = 20, 𝑃𝑚𝑖𝑛= 3, 𝑃𝑚𝑎𝑥= 5, 𝑑 = 20 322,335 possible assignments 

 
 

 

Combinatorial 
Explosion 

Combinatorial 
Explosion 



Approach: iFogStorC 
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 Idea: reduce the number of possible assignments/placements  

  considering only Fog nodes located in the shortest paths between 

producers and consumers.  

  In addition, only the P-median nodes are chosen. 

 

 P-median: choose P nodes from a graph so that the sum of all distance 

between each node of the graph to a median node is minimized. 

P1 P2 

Choose 2 medians 



Approach: iFogStorC 
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 Algorithm: 

 For All Data :  

 Get All shortest paths nodes 

 For 𝑃 ∈ [𝑃min , 𝑃max ], number of replicas: 

 Find P-median to place P replicas (using CPLEX) 

 Estimate the latency overhead of this assignment (a 

micro simulation is done using iFogSim) 

 Choose P with the minimum latency overhead. 

 

 Complexity : the number of possible assignments = 𝑑 × 𝑃𝑚𝑎𝑥 − 𝑃min  + 1 . 
 E.g. for 𝑛 = 20, 𝑃min= 3, 𝑃max= 5, 𝑑 = 20 60 possible assignements. 
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Evaluation: Methodology 

 Metrics of comparison:  

1. Overall service latency. 

2. Freshness of data. 

 

 Storage strategy: 

1. iFogStor: finds the storage location for data (no replication) minimizing the overall 

system latency. 

2. iFogStorC : our heuristic that finds the number of replicas and their storage location 

while reducing the system latency and respecting a given consistency level. 

 

 Data consistency protocol: 

1. Strong: ensures that several replicas have the latest version. 

2. Eventual: if there are no writes, the system converts replicas to the last version. 

 

 Workload: 

• Distributed: data are consumed by nodes from the whole infrastructure. 

• Number of consumers that share the same data by : 1, 5  and 10. 
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Evaluation: Results 

Strong consistency 

Read requests stats (CP = 5) Read requests stats (CP = 5) 

Eventual consistency 
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Conclusion 

Context 
 Fog extends Cloud services to the network edge. 

 Fog computing has the ability to host IoT applications. 

 

Problem statement 
 Data sharing and replica synchronization  degrade overall service latency  replica placement 

problem. 

 

Contributions 
 iFogStorC: a heuristic that finds the replicas number and their location to reduce the service latency 

while respecting a given data consistency level.  

 

Future work: 
 Evaluate the execution time of iFogStorC for different scenarios. 

 Evaluate other workloads. 

 Evaluate other consistency protocols. 

 Consider other metrics such as nodes availability or energy consumption. 

 … 
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